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ABSTRACT

Data flow analysis and optimization is considered for homogeneous rectangular mesh networks.

Firstly, closed-form solutions are found for the equivalence computation [11] of divisible workload originating from a single data injection point in a homogeneous mesh network. We propose a flow matrix closed-form equation to present the equivalence, which allows a characterization of the nature of minimal time solution and a simple method to determine when and how much load to distribute to processors. We also propose a rigorous mathematics proof about the flow matrix optimal solution existence and that the solution is unique.

Secondly, load originating at multiple data injection points is considered. A reduced Manhattan distance Voronoi diagram algorithm (RMDVDA) is used to minimize the overall processing time of these workloads by taking advantage of a processor equivalence technique. In the first phase, a Voronoi Manhattan distance diagram is used to obtain a network cluster division. In the second phase, an efficient algorithm to obtain near-optimal load distribution among processors represented by equivalent processors is proposed. The algorithm minimizes the number of processors utilized. Experimental evaluation through simulations demonstrates that a load can be processed in about the same suboptimal time and yet save about 35% - 40% of processor resources. Further, the lower bound of intuitive and heuristic algorithms is also investigated.

This work has important consequences for networks on chips where the demonstrated ability to reduce the number of processors needed for a computational problem has significant consequences for chip area and chip scalability.

1.0 Background

Networks on chips (NOC) represent the smallest networks that have been implemented to date [10]. A popular choice for the interconnection network on such networks on chips is the rectangular mesh. It is straightforward to implement and is a natural choice for a planar chip layout.

Data to be processed can be inserted into the chip at one or more so-called “injection points”, that is node(s) in the mesh that forward the data to other nodes. Beyond NOCs, injecting data into a parallel processor’s interconnection network has been done for some time, notably in IBM’s Bluegene machines [8].

In this paper it is sought to determine, for a given set of injection points on a heterogenous rectangular mesh, how, optimally or near-optimally, to assign load to different processors/links in a known timed pattern so as to process a load of data in a minimal amount of time (i.e. minimize makespan). In this paper we succeed in presenting an optimal technique for single injection points in homogeneous meshes that involves no more complexity than linear equation solution. For multiple injection points we present algorithms that produce near optimal solutions using Voronoi diagrams. The methodology presented here can be applied to a variety of switching/scheduling protocols besides those directly covered in this paper.

2.0 Approach

2.1 Divisible Load Theory

Crucial to our success in the single and multiple injection point cases, is the use of divisible load scheduling theory [1,2]. Developed over the past few decades, it assumes load is a continuous variable that can be arbitrarily partitioned among processors and links in a network. Use is made of the divisible load scheduling’s optimality principle [2,12], which says makespan is minimized when one forces all processors to stop at the same time (intuitively otherwise one could transfer load from busy to idle processors to achieve a better solution). This leads to a series of chained linear flow and processing equations that can be solved by linear equation techniques, often yielding recursive and even closed form solutions for quantities such as makespan and speedup.

2.2 Voronoi Diagrams

We utilize Voronoi diagrams in conjunction with divisible load scheduling in this work. In mathematics, a Voronoi diagram [4] is a partitioning of a plane into regions based on distance to points in a specific subset of the plane. For each seed there is a corresponding region consisting of all points closer to that seed than to any other. These regions are called Voronoi cells.

2.3 Virtual Cut-through and Equivalence Computation

In this paper, the use of virtual cut-through switching [7] is investigated. This is one of many switching protocols that our methodology applies to. In the virtual cut-through environment, a node can begin relaying the first part of a message (packet) along a transmission path as soon as it starts to arrive at the node, that is, it doesn’t have to wait to receive the entire message before it can begin forwarding the message.  
Equivalence computation [11] is a technique, which consists of representing a network of processors exactly as a single equivalent processor of known processing speed.

3.0 Single Injection Point Case

First, an equivalent processor (and processor load fractions and speedup) is found for a 2 ∗ 2 homogenous mesh network, which can be generalized to a homogeneous 2 ∗ n mesh network. After that, we analyze a more general case homogeneous m∗n mesh network and obtain a general closed-form matrix representation yielding a processor with equivalent processor speed and speedup and processor/link load allocation. Finally, a key methodology is given to address this type of question. In addition, different single data injection point positions, such as the corner, boundary and inner grid are also discussed.

In addition, a rigorous mathematics proof about the flow matrix solution’s existence and uniqueness is presented.

4.0 Multiple Injection Point Case

First, data injection points consisting of a connected subgraph in a mesh network are considered. An equivalence processor scheduling algorithm (EPSA), which considers a “big” source comprised of individual connected sources is proposed. Then, the flow matrix is utilized to calculate processors’ data fractions, individually.

Second, if the data injection points don’t connect with each other, an intuitive Manhattan distance Voronoi diagram algorithm (MDVDA) is proposed to solve this problem, which obtains a partitioning of the mesh network and each cell’s corresponding data injection point’s workload.

Third, it is found that the makespan depends on the bottleneck makespan. In other words, if other Voroni cells consist of more processors than the bottleneck cell has, one can improve the makespan by addressing the bottleneck region. A heuristic algorithm reduced Manhattan distance Voronoi diagram algorithm (RMDVDA) is presented. This algorithm importantly reduces the number of processors needed for processing with little change in the makepsan. As an example, we choose a 50\*50 mesh network and 10 data injection locations. After 1000 rounds of random sampling, it is found that this algorithm can solve a divisible load in about the same suboptimal time as MDVDA, yet save about 35%-40% of the number of required processors.

In addition, a rigorous mathematics proof of a lower bound of our three algorithms is given.

5.0 Significance of Work

In sum, in this work, a flow matrix quantitative model, which gives when and how to deploy the data fraction to each processor in a homogeneous mesh, individually, is proposed. It is proven that solution exists and the flow matrix solution is unique. The complexity of the technique is no more than that of linear equation solution complexity.

Further, three algorithms, EPSA, MDVDA and RMDVDA, are proposed to solve the multi-source assignment problem depending on the data injection’s connection position. We give a rigorous proof about the efficiency of the algorithms.

This work has relevance to mesh interconnection networks used in parallel processing in general and to meshes used in Networks on Chips in particular. The ability to reduce the number of processors used in a divisible style computation on a NOC has important consequences for required chip area and chip scalability. After 1000 rounds of simulation, savings of about 35%-40% processor resources with approximately the same solution makespan were found.

6.0 Related Work

In the context of multiple injection point models, this paper represents Jia [6] proposes a genetic algorithm, which utilize a novel Graph Partitioning (GP) scheme to partition the network such that each source in the network gains a portion of network resources and then these sources cooperate to process their loads.

7.0 Conclusion

This paper represents an advance in our ability to analytically and numerically evaluate the flow of data originating at single/multiple injection points in a rectangular mesh network. The methodology is applicable to a variety of switching and load distribution protocols. An important application is improving chip area and chip scalability for chips processing divisible style loads.
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